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APPLICATION OF ARTIFICIAL INTELLIGENCE IN MEDICAL IMAGE RECOGNITION

Abstract. The article is devoted to the study of image recognition in medicine using deep learning. The use of deep learning
allows automating image processing and analysis, which significantly reduces the human factor and increases the accuracy of
diagnoses. Artificial intelligence, in particular deep learning, is actively used to recognize abnormalities in X-rays, ultrasound
images, MRI, and CT scans, so this technology is actively developing in the areas of oncology and cardiology. The algorithms
can learn from large amounts of data, which allows them to identify patterns that may be unnoticed or unclear to human
observation, which is made possible by convolutional layers that use filters to detect local features in images.

The purpose of the publication is to study the current state of the art of medical image recognition and summarize the
latest research in this area.

Methodology. The article reviews and analyzes the literature on the use of deep learning, its advantages, disadvantages and
limitations relative to traditional methods in image recognition, considers the necessary steps for building image recognition
systems, and proves the importance of convolutional neural networks (CNNs).

Conclusions. Although medical image recognition is not the most popular area of application of convolutional neural
networks today, it is very important for providing more effective treatment to the population. The most researched and relevant
areas in medicine are lungs, heart, breast, liver, histology, and eyes. Modern publications of scientists have proven the high
accuracy of convolutional neural networks in diagnosing diseases. However, some indicators can still be significantly improved,
which gives room for further research. Convolutional neural networks have demonstrated high accuracy in recognizing
patterns in medical images, which can contribute to early diagnosis of diseases in the above-mentioned medical fields. In
addition, the use of CNNs will help automate processes, which will reduce the workload of medical staff for more complex cases;
increase the efficiency of processing large amounts of data; and reduce the number of erroneous image interpretations. Today,
convolutional neural networks can be called an assistant for medical staff, but a lot of research and investment is still needed
for their widespread use by doctors, but if these conditions are met, their potential is worth further research.

Key words: artificial intelligence, convolutional neural networks, diagnostic systems, generative adversarial networks,
image recognition.

Cepriii KOJIOMO€Lb. 3ACTOCYBAHHA IITYYHOIO IHTEJIEKTY B PO3NI3BHABAHHI MEJWYHUX
30BPAXKEHD

AHomayia. Cmamms npucesiueHa 00CAI0HCeHHI PO3NIZHABAHHS 300pAXCeHb 8 MedUYUHi 3a J0NOMO20H0 24U60K020
HABYaHHS. 3acMOCy8aHHS 21U60K020 HABYAHHS 00380/151€ A8MOMAMU3y8amu npoyecu 06po6KU ma aHaai3y 306paxceHs, Wo
3HA4YHO 3MeHUYye Adcbkull pakmop I nidsuwye moyHicme diazHo3sie. llImyuHuil iHmesekm, 30Kkpema 2Au60Ke HA8YAHHS,
aKMuUBHO BUKOPUCMOBYEMbCS 0151 PO3NIZHABAHHA AHOMAJIl HA PEHM2eHIBCbKUX 3HIMKAX, Y/1bmpa3gyKoeux 300paxceHb,
MPT ma KT, momy daHa mexH0/102is1 GKmuBHO p038UBAEMbCS 8 HANPSAMKAX OHKO/102ii ma kapadioaozii. Anzopummu Moxcyms
HasYamucsi Ha 8eUKUX 06csi2ax 0aHUX, Wo 00380.151€ im ideHmugpikysamu 3aKOHOMIPHOCMI, SIKI MOXCyMb 6ymu HenoMiveHuUMu
a60 He3po3yMiaumu 015 AI00CLKO20 CNOCMEPEeNtCeHHS, Ye € MONCAUBUM 3A805KU 320pMKOSUM WAPAM, AKI BUKOPUCMOBYHOMb
dinempu 0415 8Us18/1€HHS NOKAAbHUX O3HAK Y 300PANHCEHHSIX.

Memoio ny6aikayii € docaidiceHHs cy4acHo20 CMAaHy NUMAHHS po3Nni3HA8aHb MedUHHUX 300pajiceHb mad y3a2a1bHeHHs]
HogimHix docaidxceHs y yili cdepi.

Memodosozis. Y cmammi npogedeHull 02450 ma aHai3 Aimepamypu wodo 3acmocy8aHHs 2AU60K020 HABYAHHS, 11020
nepeeae, Hedo1iKie ma o6MedceHb 8i0HOCHO MpaduyiliHux Memodie 8 po3ni3HA8AHHI 306pajceHb, po32AsiHymi HeobXioHi
KpOoKU 0151 n06y008U cucmeM po3nizHa8aHHs 306paxceHs, dosedeHo 8ax/UiCMb 320pMK08UX HelipoHHUX mepexc (3HM).

BucHosku. Xoua po3ni3Ha8aHHs MeOU4HUX 306paxceHb He € HAUNoONnyAsipHiwow cheporo 3acmocy8aHHs 320pMKOBUX
HelpOHHUX Mepexc Cb0200HI, BOHA Jydice 8axicauU8a 0151 3abe3neveHHs 6iabw eheKmusHo20 AiKy8aHHs HaceeHHs. Hatlbinbw
docaidxnceHUMU ma akmyaabHUMU 064acmsamu 8 MeQUYUHI € /ie2eHi, cepye, MOJI0YHA 341030, Ne4iHKAd, 2icmo/102isi ma oui.
CyuacHi nybaikayii e4eHux dogenu 8UCOKYy MO4HICMb 320pMKO8UX HeUpPOHHUX Mepexc y diazHocmuyi 3axeoproeaHb., OOHAK
desiki NOKA3HUKU We MOJXCHA 3HAYHO nokKpawjumu, wo dae npocmip 045 nodaaviux docaidsxiceHb. 320pmkosi HellpoHHI
Mepexci npodemMoHCMpy8aau 8UCOKY MOYHICMb pO3NI3HABAHHS NaMepHi8 Ha MeOUYHUX 300Pad*CEHHSX, WO MOoxce cCnpusimu
DPaHHIll diazHocmuyi 3axeopro8aHb y suue32adaHux 2ay3six meduyuHu. Kpim mozo, sukopucmanHsi CNN donomosce
asmomamu3ysamu npoyecu, o 3MeHWUMb HABAHMAXCeHHS HA MeJduvHUll nepcoHasn 045 6inbW CKAAOHUX 8UNAOKie;
nidsuwyjums egekmusHicmb 06pPOOKU BeAUKUX 06csizie 0aHUX; 3MEHWUMb KiAbKicmb NOMU/KO8UX iHmMepnpemayitl
306padceHb. Ha cbo200HiWHIll deHb 320pmKo8I HelpOHHI Mepedxci MOXCHA Ha38amu NOMIYHUKOM 0151 MEOUHYHO20 NEePCOHANY,
ase 0415 iX WupoKkozo BUKOPUCMAHHS JAIKApsAMU nompibHo we 6azamo docaidiceHb ma iHeecmuyitl, ase aKWo yi ymosu
6ydymb 8UKOHAHI, mo ix homeHyiaa eapmuii hodaabwux 0ocaidxHceHb.

Knatouoei caosa: wmyuHuli iHmeaekm, 320pmkosi HellpoHHI mepedici, diazHocmu4Hi cucmemu, 2eHepamusHi 3Ma2anbHi
Mepedici, p03ni3HABAHHS 306PAMHCEHb.
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Introduction. Today, the task of image recognition, image creation, reconstruction, and enhancement is
becoming increasingly popular in the world. Recognizing the faces of people who have committed an offense,
recognizing cars thathave exceeded the speed limit, analyzing medical images for diagnosing diseases, generating
DALL-E images from OpenAl, and enhancing old photos in digital quality - all of this has become possible thanks
to artificial intelligence, deep learning, convolutional neural networks, and generative adversarial networks.

The task of pattern recognition is to distribute the initial data into a certain class that characterizes this
data by essential features from the total mass of less essential features, and it is one of the main issues of the
theory of intelligent systems [1]. Intelligent information systems are a type of automated information systems;
they support human activity in the search for information in the mode of extended natural language dialogue
[4]. The main task of intelligent systems is to provide answers given rules and data, which is the opposite
of machine learning (it has to give rules given data and knowing the answers). Deep learning is a subset of
machine learning, which in turn is a subset of artificial intelligence (Figure 1).

Artificial Intelligence

Machine Learning

Artificial Neural Networks

Convolutional Neural Networks
Fig. 1. Artificial intelligence hierarchy

Convolutional neural networks (CNN) get their name from the process of edge detection, from smaller
local image features to more general ones, and are mathematically described by the formula (1) (convolution
operation in two-dimensional space) [2].
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Types of convolutional neural networks [13]:

- Conventional - consist of a series of convolutional and sub-sampling layers followed by one or more fully
connected layers. Each convolutional layer in such a network performs convolutions using learning filters to
extract features from the input image.

- Recurrent Neural Networks (RNNs) can process sequential data based on the context of previous values.
Unlike conventional neural networks, which process data in a fixed order, RNNs can work with variable length
inputs and draw conclusions that depend on previous inputs.

- Fully Convolutional Networks (FCN) - widely used in computer vision tasks such as image segmentation,
object detection, and image classification. They are trained from start to finish using the backpropagation
method to categorize or segment images.

- Spatial Transformer Network (STN) - used in computer vision tasks to improve the ability of a neural
network to recognize objects or patterns in an image regardless of location, orientation, or scale.

There are 3 types of CNNs depending on the types of tasks they solve [2]:

1. 1D - used for signal processing when it is necessary to detect changes in the signal;

2.2D

- Image classification - identifies key features of images and determines their class;

- Image recognition;

- Image segmentation (allows you to determine which segment each pixel belongs to);

3. 3D - video classification.

In order to recognize an image, there is a certain algorithm - it is necessary to select the most important
initial data for a certain class that characterize them [3]:

1. Image perception - obtaining values of the characteristic properties of the object;

2. Pre-processing - removing noise, presenting the image in black and white, cropping unnecessary parts of
the image;

3. Characteristic extraction (indexing) - characteristic properties of the object are measured;

4. Classification - decision making.
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Consider the advantages and disadvantages of convolutional neural networks [15].
The advantages are as follows:
fewer parameters to be adjusted;
higher resistance to changes in the position of the image being processed;
- are good at solving image classification and recognition tasks;
availability of ready-made settings for popular tasks.
The disadvantages are as follows:
- neuron activation functions;
network training speed;
the dimension of the convolutional matrix;
- number of convolutional layers.
Problem statement
Despite the fact that today’s trends in the use of convolutional neural networks are focused on image and
video generation, this article will consider their application in medicine due to the importance of this field and
the large number of challenges it faces.
According to recent literature reviews, the most researches and publications on image recognition in various
medical fields are in the areas shown in Figure 2 [10].
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Fig. 2. Amount of publications by medical fields in image recognition

Consider in more detail each of the CNN application areas.

Lungs. As a result of the COVD-19 pandemic, the lungs have attracted the most attention, due to the large
number of computed tomography (CT) data sets and the urgency due to the high prevalence of the disease (Figure
3). The lungs also attract considerable attention because of the poor diagnosis of lung cancer, which is usually
diagnosed in the last stages, leading to high mortality from this disease [7, 8]. Due to the accurate segmentation
of lung fields, it is possible to detect the disease in time before the onset of irreversible processes [12].

NORMAL

Viral Pneumonia Lung_Opacity

Fig. 3. An example of CNN recognition of CT images
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Cardiovascular diseases. Arrhythmia classification, detection of abnormalities in ECG images, prediction
of heart disease based on image classification, early detection of cardiovascular diseases in patients are the
main issues that can be solved by convolutional neural networks in cardiology [5].
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Fig. 4. An example of detecting myocardial infarction using convolutional neural networks on an ECG

Breast. Breast cancer is the second most common type of cancer, so diagnosing it at an early stage or
detecting the likelihood of the disease is very important. Single-slice digital breast tomosynthesis (SSCT)
classification and deep learning improve breast cancer screening by eliminating the limitations of traditional
mammography, such as tissue overlap, which allows for higher diagnostic accuracy and a reduction in false-
positive /negative results [6]. Analyzing the morphological shape and thickness of the skin to detect asymmetry
in mammography images indicates potential breast cancer by assessing the similarity between a patient’s two
breasts by analyzing the distances from the breast image centroid to its perimeter, taking into account possible
geometric distortions, and identifying skin-related asymmetries by expanding the set of skin pixels based on
similarity in intensity and depth. This makes it possible to detect breast cancer at early stages and sometimes
prevent the disease.

1000 »
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Fig. 5. An example of breast cancer detection using convolutional neural networks

Liver. Liver cancer, non-alcoholic fatty liver disease, and cirrhosis are a significant problem because the
disease is often asymptomatic, making screening and early detection critical for a good prognosis. Convolutional
neural networks can be used to segment liver lesions in CT images. Today, machine learning is actively used
to accelerate repetitive tasks (segmentation, obtaining information about the volume of the lesion, tumor,
improving image quality, reducing scanning time and optimizing image acquisition) [11].

Eye. Early detection and intervention can help to analyze the retina to diagnose diabetic retinopathy, which
is the leading cause of blindness in the world, and can also detect age-related molecular degeneration and
glaucoma [14].
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Fig. 7. An example of diabetic eye disease detection using convolutional neural networks

Table 1
Accuracy of convolutional neural networks depending on the disease
Ne Localization of the disease in the organ Diagnostic method Accuracy (%)
1 Breast Digital breast tomosynthesis =93
2 Brest MRI = 65
3 Brain CTA ~ 74
4 Brain MRI ~90
5 Eye Retinal camera 100
6 Liver MRI =~ 85
7 Liver CTI =76

Source: based on [9]

Conclusions

Although medical image recognition is not the most popular use case for convolutional neural networks
today, it is very important for providing more effective treatment to the population.

The most researched and relevant areas in medicine are lungs, heart, breast, liver, histology, and eyes.
Modern publications by scientists have proven the high accuracy of convolutional neural networks in diagnosing
diseases. However, some indicators can still be significantly improved, which gives room for further research.

Convolutional neural networks have demonstrated high accuracy in recognizing patterns in medical images,
which can contribute to the early diagnosis of diseases in the above-mentioned areas of medicine. In addition,
the use of CNNs will help automate processes, which will reduce the burden on medical staff for more complex

cases; improve efficiency in processing large amounts of data; and reduce the number of misinterpretations of
images.
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As of today, convolutional neural networks can be called an assistant for medical staff, but a lot of research
and investment is still needed to make it widely used by doctors, but if these conditions are met, their potential
is worth further research.
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