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THE USE OF A COLLECTIVE OF MOBILE AGENTS FOR THE EXPLORATION OF UNDIRECTED GRAPHS

Abstract. The study proposed in this work is devoted to the problem of graph exploration by a collective of agents consisting
of one stationary agent, which performs the necessary computations, and two mobile agents, which move through the graph
and collect information about its structure.

The purpose of this work is to develop a new efficient algorithm for the exploration of finite undirected graphs without
loops and multiple edges by a collective of agents. The paper proposes the following methodology to achieve this goal:
utilizing a collective of three agents. Two of them are agent-researchers, which can move through the graph, read labels on
graph elements, and place or remove these labels. The agent-researchers have finite memory that does not depend on the
number of nodes in the explored graph and use two colors each (three distinct colors in total) for graph exploration. During
the process, the agent-researchers send messages to the third agent, the agent-experimenter, which is a stationary agent that
stores the results of the agent-researchers’ operations. Based on this information, the agent-experimenter gradually constructs
a representation of the explored graph in its memory in the form of edge and node lists. The paper describes the working
modes of the agent-researchers in detail. It also thoroughly examines the algorithm for processing the messages received by the
agent-experimenter from the agent-researchers, which serves as the basis for constructing a map of the explored graph. The
study analyzes the time, space, and communication complexities of the developed algorithm and evaluates the number of edge
transitions required for agents to explore the graph.

The scientific novelty lies in the development of an efficient algorithm for graph exploration by a collective of agents.

Conclusions. The paper proposes a new graph exploration algorithm that has quadratic time, space, and communication
complexities, with the number of edge transitions performed by the agent-researchers being estimated as O n*), where n is
the number of nodes in the explored graph. The functioning of the proposed exploration algorithm is based on the depth-first
traversal method.

Key words: graph exploration, undirected graphs, algorithm complexity, depth-first traversal method, collective of agents.

Anppin CTbOIIKIH. BUKOPUCTAHHA KOJIEKTUBY MOBIJIbHHUX ATEHTIB AJI PO3II3HABAHHA
HEOPIEHTOBAHHUX I'PA®IB

Anomayis. [locaioxceHHs, 3anponoHo8aHe 8 pobomi npucesiYeHo 8U84EHHI0 npobaeMu po3ni3HABAHHA epadie Ko/ek-
MueoM azeHmis, Wo CKA1AdAeEmMuvCsi 3 00HO20 HEPYXOMO20 A2eHMd, WO BUKOHYE HeoOXIOHI 064UC/AeHHs ma 080X MOBGIIbHUX
azeHmie, ujo pyxaromucs epagom ma 36uparoms iHgopmayiro npo tiozo cmpykmypy.

Memoio po6omu e no6ydosa H08020 edhekmu8HO20 a120pUMMy po3Nni3HaABAHHS CKIHYeHUX HeopieHmoeaHux apagis 6e3
nemeb ma Kpamuux pebep Ko/ieKmueom azeHmis. B cmammi 3anponoHo8aHo HacmynHy mMemodo.a02it0 do docsizHeHHs
nocmae/ieHoi Memu: sukopucmamu Ko/iekmug azeHmis, Wo cka1adaembscs 3 mpvox azenmis. /lea azenmu € azeHmamu-0o-
CAIOHUKAMU, SIKI MOXcymb nepemiujysamucsi no epagy, 3dumysamu Mimku Ha eaemeHmax zpagy U saauwamu a6o sudans-
mu yi mimku. AeeHmu-0docai0HUKU MarOMb CKIHYEHY Nam’simb, Ka He 3aJexcums 8i0 Kinbkocmi eepwiuH docaidicysaHozo
epaga ma 0415 po3nizHa8aHHS epagdy BUKOpUCMOBYIOMb no 081 hapbu KoxceH (8cbo2o mpu gapbu pizHozo koavopy). I1id uac
pobomu azeHmMu-0ocAiOHUKU 8I10npas.1s1oms N08IOOMAEHHS MPEeMbOMy A2eHMy — a2eHmy-ekcnepumeHmamopy, sikuii npeo-
cmaeJisie o600 HepyxXoMoz0 azeHmd, 8 nam’simi k020 ikcyemucst pesysbmam ¢yHKYIOHy8aHHS azeHmis-docaioHukie. Ha
ocHosi yiei ingpopmayii 8iH nocmynoego eu6ydosye 8 cgoitl nam’smi npedcmasieHHsl 0CAidHy8aH020 epaga cnuckamu pebep
i sepwiuH. Y cmammi HagedeHo pexcumu pobomu azeHmig-0ocAi0HUKkiIg 3 ix demanbHUM onucoM. Takox demasnbHO po32AsiHY-
mo asn20pumm 06po6KU a2eHMoM-eKCnepuMeHmamopoMm nos8idomaeHb, oOmpuMaHux 8id azenmig-docaioHukie 8 npoyeci po-
6omu, Ha nidcmasi skux 8id6ysaemucst no6ydosa manu docaidxcysaHozo epaga. B po6omi npoaHaizo8aHo yacosy, EMHICHY,
KOMYHIKayiliHy cki1adHocmi no6y0o8aHo20 a1zopummy ma nposedeHo aHai3 Kiibkocmi nepexodie no pebpax, siki He06xioHO
30ilicHumu azeHmam 0151 po3nisHasaHHs zpaga.

Haykoeo1o HO8U3HOI0 € OMPUMAHHS ePeKMUBHO20 a120pUMMy pO3Ni3HABAHHS 2padie Ko.1lekmueoM azeHmis.

BucHoeku. B po6omi 3anponoH08aHO HO8U a/120pumm po3nizHas8aHHs epaghis, skull Mae kK8adpamuuHi 4acosy, EMHICHY
ma KoMyHikayitiHy ckaadHocmi ma Kiavkicms nepexodie no pebpax, ki BUKOHYIomb azeHmu-0ocai0HUKU, Wo OYIHIEMbCS SIK
0(n?) de n - kinvkicmo 8epwiuH docaidacysaHozo epada. Poboma 3anponoHO8aH020 A120pumMy po3Ni3HABAHHS T'PyHMY-
embcst Ha Memodi 06x0dy 2paga 8 2AU6UHY.

Kawuosi cnosa: po3niznaganHs epagis, HeopienmoagaHuil epag, ckaadHicme aszopummy, 06xid 8 2AubUHy, Kosiekmue
azeHmie.

Problem statement in general and its connection with the important scientific or practical tasks.
Rapidly developing and increasingly relevant, robotics has become a major field within cybernetics. At the
origins of robotics lies the desire to assist humans in performing heavy and even hazardous tasks or, in
some cases, to replace humans entirely in such work. Given that many environments remain unexplored
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[5] due to their inaccessibility or danger to humans, it becomes evident that the problem of environment
exploration by robots is highly relevant [7, 14, 15]. Moreover, using multiple robots instead of a single one
[6, 8,9, 11] increases the likelihood of successfully completing the task, especially considering the potential
failure of agents during operation. Additionally, it may even improve the time complexity of the exploration
algorithm.

Many works have been dedicated to the exploration of graphs by a single agent, and numerous results
have been obtained regarding the feasibility and complexity of such exploration. However, the exploration of a
graph by a team of agents wandering through it remains underexplored. This makes the tasks of systematically
studying experiments on graph exploration by multiple wandering agents highly relevant. Specifically, these
tasks include creating movement routes for agents through an unknown graph, marking its elements, collecting
and processing local information about the graph, and constructing the graph based on this information, down
to the markings on the graph's elements. Additionally, tasks focused on finding methods to optimize resource
usage, time costs, communication channel load, etc., during graph exploration remain important.

In the existing works, little attention has been paid to the study of information exchange between agents, as
well as its complexity and potential impact on time and space complexity.

The goal of this work is to create an efficient method and develop a corresponding algorithm for exploring
unknown graphs using a collective of agents [12, 13], as well as to investigate the time, space, and communication
complexities of the constructed algorithm.

The analysis of recent research and publications, which have initiated the solution of the relevant
problems. The beginning of research in this scientific direction is commonly attributed to the work of C. Shannon
[10], in which the problem of an automaton-mouse searching for a given target in a maze was considered.

Active studies of automata behavior in mazes began in 1971 after the publication of C. Dopp's work [2],
which described the traversal of chessboard mazes by finite automata. Over time, the problem conditions
expanded, requiring the automaton to visit all nodes and/or edges of the explored graph (maze).

Later, in [3], research was conducted on analyzing the properties of an unknown environment under various
methods of interaction between the automaton and its operating environment, as well as under different levels
of prior information about it.

Analysis of a graph includes a number of specific tasks. Let's consider the main ones: the problem of self-
localization (determining the node of the graph where the agent is initially located), the problem of map control
(checking the isomorphism between the explored graph and the reference graph (map)), and the problem of
complete graph exploration (constructing the reference graph (map) of the explored graph). Several approaches
have been defined for solving the latter problem, and a number of algorithms for agent wandering through
the graph and methods for marking graph elements with colors or stones have been proposed, allowing the
exploration of the graph with precision up to isomorphism. Thus, in the work [4], a method is proposed in which
the agent, during its movement, marks only the incidentors (the point of connection of edges with nodes) of the
edges it has passed. To explore the edges, the agent moves along them and then returns to the initial node via
the shortest path. At the same time, it remembers the marks of the passed incidentors, which unambiguously
determine the node the agent reached when moving along the explored edge.

In the work [1], agents exchange information about their completed tasks with the base station via a special
network. This network has some limitations on data exchange. In other words, to coordinate the actions
between agents, it is necessary to first form a network that meets these conditions. Data exchange with the
base station occurs in pre-designated locations. The article's feature is asynchronous strategies that work with
arbitrary communication models. Asynchrony refers to the possibility of issuing instructions to subgroups of
agents at the moment when they are ready to accept them.

In the article [6], an attempt was made to develop general concepts and requirements for graph exploration
by multi-agent systems. The proposed representation for the multi-agent system is aimed at providing general
conditions for declaring the completion of graph exploration and completing such exploration within a finite
time. The work proposes modifications to the incidence matrix for organized information exchange between
agents. It also presents a general algorithm for the collective work of agents exploring the graph. The algorithm
is based on the proposed generalized structure and the modified incidence matrix.

In the article [9], the author considers the problem of preserving the direction of movement by a collective
of finite automata on a two-dimensional integer lattice of width two, where the elements (vertices) are
anonymous. The automata do not distinguish between equally labeled vertices by their direction coordinates
(i.e., each automaton lacks a compass). The study considers collectives consisting of a single automaton and
several pebbles, where the layout of the pebbles is entirely determined by the automaton. It is proven that a
collective of an automaton and at most three pebbles cannot maintain the direction of movement on the lattice,
but a collective of an automaton and four pebbles can.
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The presentation of the main material. The paper considers simple, connected undirected finite graphs
G=(V,E) where V is the set of nodes, E is the set of edges (two-element subsets (u,v), whereu,veV ). The
three ((u,v),v) we call the incidentor (a contact point) of the edge (u,v) and the node v . Through I we denote
a set of all the incidentors of the graph. Aset L=V UE U] is called a set of graph G elements. A surjective map
u:L—){W,r,y,ry,b}, where w is interpreted as white, r is red, y is yellow, ry is red-yellow and b is black,
we call the coloring function of the graph G . A pair (G,u) is called a colored graph. A sequence u,,u,,..u, of
pairwise adjacent nodes of the graph G is called a length path of k. The vicinity Q(v) of the node v we call
the set of elements of the graph, consisting of a node v, all nodes u adjacent to v, all edges (v,u) and all the
incidentors ((v,u),v),((v,u),u) . The cardinality of the sets of nodes V and edges E we denote through n and

(n-1)

m, respectively. It is clear that m< n . We call the isomorphism of the graph G and the graph H such a

bijection ¢:V, —V,, that (v,u)eE, exactly when ((p(v),(p(u)) €E, . Thus, isomorphic graphs are equal up to the
designation of nodes and the coloring of their elements.

A collective of agents consists of two types of agents:

Agent-Researcher (AR) - an agent that can move along a finite graph, during the process of its work, it can
color the nodes, edges, and incidentors of the graph, perceive these marks (based on these marks, the AR moves
along the graph), and also send messages to the Agent-Experimenter (AE);

Agent-Experimenter (AE) - a stationary agent that, during its work, can send, receive, and identify messages
from AR, possesses a finite, unbounded growing internal memory, where the results of AR's functioning at each
step are recorded, and in addition, a representation of the graph (initially unknown to the agents) is gradually
built from lists of edges and nodes.

The paper proposes an algorithm that uses two ARs (let’s call them agents A and B) and one AE. For the
work of each AR, two colors are required: for agent 4 itis r, for agent B itis b, so in total, the algorithm uses
three colors: r, y, b.

At the beginning of the work, AR 4 and AR B are placed in arbitrary non-coincident nodes of the graph G .
The agents go «in depth» as far as possible, return, search for another path with unvisited nodes and untraversed
edges. If an adjacent node is discovered, colored in a «foreign» color, the agent marks all the isthmuses (edges
connecting subgraphs explored by different ARs) from the current node to the foreign area and informs the
second AR, through the AE, about the need to explore the marked isthmuses. While the second AR is exploring
the isthmuses, the first AR cannot mark new isthmuses. If there are no other possible movement options except
for marking a new isthmus, the first AR stops until the second AR has explored all the marked isthmuses. When
moving to white nodes in the graph, ARs A and B color its elements in red and yellow, respectively. When
moving «in depth», the red (yellow) path is extended, and when moving back, it shortens. When moving back,
the length of the path does not change for exploring back edges or isthmuses. A node, from which only backward
movement along its path is possible, or where no movement options exist, is colored black. Thus, the red and
yellow paths of each agent are formed. The algorithm ends when the red and yellow paths become empty, and
all nodes are black. During the graph traversal, the agents create an implicit numbering of visited nodes. Upon
first visiting a node, the agent A colors it red (agent B - yellow), and the AE assigns it a number equal to the
value of the variable Ct A (Ct B for agent B). Note that the variables and are stored and processed by the
AE and can only take odd and even values, respectively. The graph reconstruction is carried out based on the
numbering created by the agents by constructing a graph isomorphicto G .

Now let's consider the modes in which the ARs can operate. The messages sentby the ARsin the corresponding
situation are indicated in parentheses, specifying the name of the agent sending the message («kMESSAGE_A»;
«MESSAGE_B»).

1. Normal operating mode. In this mode, the AR moves along nodes colored white, painting these nodes,
their connecting edges, and distant incidentors in its designated color (red for agent A, yellow for agent B)
(«<FORWARD_A»; «<FORWARD_B»). If there are no white nodes or other possible movement paths, the AR
retraces its path, coloring the visited nodes, their connecting edges, and nearby incidentors black («kBACK_A»;
«BACK_B»). The AR stops working when its starting node is colored black due to the absence of possible
movement paths («STOP_A», «STOP_B»).

2. Back edge exploration mode. If, while moving forward, the AR detects a white edge in node v whose
distant node is colored in its «xown» color (a back edge), it switches to back edge exploration mode and colors
the near incidentors of all back edges incident to node v in its «xown» color («kMARK_BE_A»; «xMARK_BE_B»).
After completing the coloring of the incidentors, the AR moves back along its path, sending a message at each
step («KRETREAT_A»; «<RETREAT_B»), until it reaches the node incident to the previously marked back edge. It
then traverses this edge, coloring it black («<KFORWARD_BE_A»; «<FORWARD_BE_B»). If there are still unexplored
back edges, the AR moves back along the previously traversed edge, coloring the near incidentor black, and
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continues searching for back edges. After detecting the last back edge, the AR colors its near incidentor black
(«BE_EXPLORED_A»; «BE_EXPLORED_B») and completes its work in back edge exploration mode.

3. Isthmus Marking Mode. If, during the graph exploration, an isthmus is detected in node v, the AR switches
to isthmus marking mode, provided that all previously marked isthmuses by this AR have been explored by the
second AR. If the second AR has not yet explored all the marked isthmuses, the first AR cannot mark new ones.
If the first AR has no other possible moves except marking a new isthmus, it stops until the second AR explores
all previously marked isthmuses. In this mode, the AR colors the near incidentors of all isthmuses incident to
node v in black (<kMARK_AB»; <MARK_BA»). When all isthmuses are marked, the AR completes its work in this
mode («FIX_A»; «FIX_B»). Upon completion of the isthmus marking mode, the agent stores information about
the number of marked isthmuses. In this mode, agent A has priority over agent B . Therefore, if both ARs detect
the same isthmus simultaneously, it will be marked by agent A.

4. Mode of Isthmus Exploration. Upon receiving a command from the AE to explore isthmuses, the AR switches
to the isthmus exploration mode. If, at that moment, the AR is operating in the back edge exploration mode, it
will not switch to the isthmus exploration mode until the current mode is completed. Upon switching, the AR
checks whether there are any possible movement paths from its current node other than moving backward
along its path. If such paths exist, the AR moves back along its path without coloring anything («<KRETREAT_A»;
«RETREAT_B») until it detects the nearest node incident to a white edge whose distant incidentor is colored
black and whose distant node is colored in the «foreign» color (isthmus edge). If no such paths exist, the AR
continues moving back along its path, coloring it black («BACK_A»; «BACK_B») until it reaches a node incident
to a marked isthmus or a node with other possible movement paths. In the latter case, the AR continues moving
back along its path without coloring anything (sending a message «RETREAT_A»; «<RETREAT_B» at each step)
until it detects the nearest node incident to a marked isthmus.

If during the marking of isthmuses one isthmus has been marked, the AR colors the nearest incidentor of the
marked isthmus in black («<kEXPLORED_AB»; «kEXPLORED_BA») and then moves forward to the end of its path,
marked in «xown» color.

If, however, at least two isthmuses have been marked, the AR colors the nearest incidentor of the marked
isthmus in «own» color («kEXPLORED_AB»; «<EXPLORED_BA»). The AR then moves backward along its path
(«RETREAT_A»; «<RETREAT_B») until the next marked isthmus is found. In this case, if the marked isthmus is
not the last one, the AR colors the nearest incidentor in black («kEXPLORED_AB»; «<EXPLORED_BA»), and on the
next step, the AR returns backward along its path to the next marked isthmus («KRETREAT_A»; «KRETREAT_B»).
If the marked isthmus is the last one, the AR colors the nearest incidentor in «xown» color («<EXPLORED_AB»;
«EXPLORED_BA»). On the next step, the AR notifies the AE about the exploration of all marked isthmuses by
the other AR («<RESET_A»; «<RESET_B»). After that, the AR moves along the last isthmus to the foreign area,
coloring the nearest incidentor in black. On the next step, the AR moves along the first explored isthmus back
to its area, coloring the distant incidentor in black. The AR then moves forward to the end of its path, marked
in «own» color.

5. Simultaneous arrival of two agents at the same white node. In the case of both agents arriving at the same
white node at the same time, each agent colors half of the node, making it red-yellow. On the next step, agent
B steps back along its path, removes the paint applied on the previous step from the nearer incident edge and
node, colors the farther incident edge black («kRETURN_B»), and switches to the mode of marking isthmuses.
The edge on which the transition was made is already counted as the first isthmus due to the AE message
«RETURN_B», and the length of the yellow path is reduced by one node. Note that agent A treats the red-yellow
node as a red node while working along its path.

Priority of switching the ARs to one of the possible operating modes is distributed as follows: first, we check
for the presence of marked isthmuses, so the highest priority is given to the isthmus exploration mode; then
we check if there are isthmuses from the current node that can be marked for exploration by agent A, so the
second priority will be given to the isthmus marking mode; next, we check for the presence of back edges from
the current node, so the third priority will be the back edge exploration mode; lastly, the regular operating
mode has the lowest priority. The operating mode of the ARs in case of both arriving at the same white node
simultaneously is not considered, as in this case, agent A continues its work in the regular mode, and for agent
B, choosing any other mode will be unavailable at that moment.

Let us consider the algorithm of the agent-experimenter:

Input: lists of messages M and N from the ARs.

Output: a list of nodes V,, and edges E,, of the graph H, isomorphic to the graph G .

Data: V,, E, lists of nodes and edges of the graph H. Ct_A, Ct_B - counters of the number of visited
nodes of the graph G by agents A and B, respectively. AN, BN - variables, where a value of «1» gives agents
A and B, respectively, a signal to return and explore the isthmuses, while a value of «0» informs the agents
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that the crossings marked for exploration by the specific agent are absent. N_ A, N_B - variables that store
the numbers of the nodes from which agents A and B, respectively, last marked the isthmuses. F,K - the
number of isthmuses fromnodes N_A, N_B respectively, marked for exploration. Q,Z - variables used certain
subroutines for working with isthmuses to store the values of variables F,K respectively, as they were at the
beginning of the subroutines. M,N - lists of messages from agents A and B, respectively. E,L - variables
used to mark whether the isthmus was marked by agent A or B on the previous step (value «1») or not (value
«0»). i,j - counters used by agents A and B, respectively, to determine the numbers of the second nodes of
marked isthmuses or the numbers of the second nodes of marked back edges. STOP_A, STOP_B - variables
used by agents A and B, respectively, to signal to the AE the completion of exploring their subgraph. UDP A4,
UDP_B - logical variables used by agents A and B, respectively, to determine the coloring method of the
incidentors of the isthmus being considered at a given moment. UDOBR_A, UDOBR_B -logical variables used
by agents A and B, respectively, to determine whether the considered back edge is the last of the marked ones.
KOBR A, KOBR B -variables in which agents A and B, respectively, store the number of marked back edges.
r(1),r(2),..r(t) - alist of node numbers of the red path, where t is the length of this list. y(1), y(2),..y(p) - a
list of node numbers of the yellow path, where p is the length of this list. Mes - the processing message.
1. AN:=0;BN:=0;N A==0;N B:=0;F:=0;K:=0;M:=J;N:=J;E :=0;L:=0;
i=0;j:=0E, =;Ct_A:=1;Ct B:=2;V,={Ct_A,Ct B};t:=1;p:=1;
r(t)=Ct_A;y(p):=Ct B;UDP_A:=False; UDP_B:=False;
UDOBR_A:=False ;UDOBR B :=False; KOBR A:=0;KOBR B:=0;
STOP_A:=0;STOP_B:=0;
. while (STOP_A=0)or(STOP_B=0) do
. if M= then do
. read the message in Mes and delete it from M ;
. LIST_PROC_A();
end do;
. if N thendo
. read the message in Mes and delete it from N ;
9. LIST_PROC_B();
10. end do;
11. end do;
12. print V,, E,,.
LIST_PROC_A():
. if Mes="FORWARD_A" then FORWARD_A();
. if Mes="BACK_A” then BACK_A();
. if Mes="STOP_A" then STOP_A();
. if Mes="MARK_BE_A" then MARK_BE_A();
. if Mes="RETREAT_A” then RETREAT_A();
. if Mes="FORWARD_BE_A" then FORWARD_BE_A();
. if Mes="BE_EXPLORED_A" then BE_EXPLORED_A();
. if Mes="MARK_AB” then MARK_AB();
9. if Mes="FIX_A” then FIX_A();
10. if Mes="EXPLORED_AB” then EXPLORED_AB();
11. if Mes="RESET_A” then RESET_A();
FORWARD_A(): Ct_A:=Ct A+2;t:=t+1;r(t)==Ct_A;V, =V, U{Ct_A}
E,=E,U{(r(t-1),r(t))s
BACK_A(): an element r(t) is removed from the list r(1),r(2),..r(t).; t:=t—1;
STOP_A(): STOP_A:=1;
MARK_BE_A(): KOBR_A:=KOBR A+1;
RETREAT A(Q): i=i+1;
FORWARD_BE_A(): KOBR_A:=KOBR_A—-1;UDOBR :=(KOBR_A=0);
E,=E,U{(r(t).r(c-i))}
BE_EXPLORED_A(): i:=0;
MARK_AB(): F:==F+1;E=1;
RESET_A(): N_A:=Ct_A;BN:=1;E =0;Q:= F;UDP_A:=(((F =Q)or(F =1))and(Q#1));
EXPLORED_AB(): E, :=E, U{(N_B,r(t—i));K =K -1;
UDP_B:=(((K=Z)or(K =1))and(Z #1));
OBH_A(): AN :=0;i:=0;

0N U WN

RN UTL S WDN -
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The procedures for working with the message list from agent B that are not considered below are analogous
to the procedures for working with the message list from agent A.

The procedure LIST_PROC_B() is the same as the procedure LIST_PROC_A(), except for an additional
condition check and a subroutine call: «if Mes="RETURN_B” then RETURN_B();», which applies only to agent
B and relates to the mode of simultaneous arrival of two ARs at the same white node.

RETURN_B(): E, =E, \{(y(p - 1),y(p))};VH =V, \{Ct_B};Ct_B:=Ct_B-2;

pi= p—l;y(p) =Ct BiL=1,K=K+1;

Let us consider the properties of the presented graph exploration algorithm.

Provided that n>3, the procedures FORWARD_A() and FORWARD_B() are each executed at least once.

In each of these procedures, one node of graph H is created. If both ARs simultaneously enter the same
white node, these procedures will create two new nodes in graph H. The node created by agent B will be
removed in the next step by the RETURN_B() procedure, as it duplicates the node created by agent A. Thus,
the execution of the described algorithm induces a mapping ¢:V, -V, ofthe nodes of graph G into the nodes
of graph H. Moreover, ¢(v)=t (when node v is colored red and t=Ct_A) and ¢(s)=p (when vertex s is
colored yellow and p=Ct_B). The given mapping naturally establishes an implicit numbering of the nodes of
graph G . Moreover, the mapping ¢ is a bijection, since in a connected graph G, all nodes are reachable from
the starting nodes. This means that all nodes are visited by the agents, i.e., they are colored red and yellow.

During the execution of the FORWARD_A() or FORWARD_B() procedure, the agent-experimenter explores
the tree edge (v,u) and numbers node u in such a way that the edge (v,u) uniquely corresponds to the edge
(¢(v),9(u)) in graph H.

During the execution of the EXPLORED_AB() or EXPLORED_BA() procedures, the AE explores the isthmus
(v.u) of graph G and assigns it a unique correspondence with the edge (¢(v),¢(u)) of graph H . Therefore, ¢
is an isomorphism from graph G to graph H.

Theorem 1. Three agents, upon executing the exploration algorithm on graph G, explore the graph up to
isomorphism.

Let’s calculate the time, space, and communication complexities of the algorithm in a uniform scale. When
calculating the time complexity of the algorithm, we assume that the initialization of the algorithm, the analysis
of the neighborhood of the working node, and the selection of one of the possible procedures take a constant
number of time units. We also assume that the selection of edges, the traversal over them by the AR, and the
processing of messages from the AE received at this stage from the AR are all done in one time unit.

From the description of the algorithm, it follows that at each step of the algorithm, the red (yellow) pathis a
simple path connecting the initial node v (or s in the case of agent B) with number ¢(v)=1 (¢(s)=2) to the
node u (z) with number ¢(u)=Ct_A (¢(z)=Ct_B). Therefore, the total length of the red and yellow paths
does not exceed n . Each time the procedures of the normal operating mode are executed, each agent explores
one edge. This means that the procedures of the normal operating mode are executed no more than Zx(n - 1)
times (considering that each AR will traverse each edge of its path twice). Therefore, the total execution time
is estimated as O(n).

During a single execution of the back edge exploration mode procedure, the agents mark no more than n-2
back edges (since the graph is simple and at least one node is colored in the 'foreign' color), traverse no more
than n—2 edges of the red (yellow) path once, and traverse no more than n—2 back edges twice. The time
spent on the back edge exploration mode is estimated as 4xnx0(n), i.e,, O(nz) .

During the execution of the isthmus marking mode procedures, the agents do not traverse isthmuses
but simply color their adjacent incidentors. After that, they send a message to the AE about the completion
of the isthmus marking mode. It also takes one move. Thus, the working time in this mode is estimated as
nx0(n)+0(n),ie.,as O(nz).

During a single execution of the isthmus exploration mode procedure, the agents traverse no more than
n—2 edges of the red (yellow) path. After that, when marking the isthmuses as explored, the agents do not
traverse the isthmus but simply color its adjacent incidentor. Once all marked isthmuses have been colored,
the agents notify the AE, which takes one move. Upon returning after exploring all isthmuses, the agents may
traverse at most two isthmuses once each, as well as no more than n—2 edges of the red (yellow) path. The
execution time of this mode is estimated as 0(n2)+ 0(n2)+ 0(n)+0(n)+ O(nz) ,ie., as O(n2 )

The agents' idle time while waiting is estimated in total as O(n" ). Consequently, the overall time complexity
of the algorithm satisfies the relation T(n) = O(nz). Thus, the upper bound on the number of edge traversals
performed by the agent-researchers is estimated as O(n). The space complexity of the algorithm is determined
by the complexity of the lists V,,E,,,r(1)..r(t),y(1)..y(p),, whose complexity is, in turn, defined by the values
O(n),O(nz),O(n),O(n) . Therefore, S(n)= O(nz) )
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At each step of the algorithm, the agents can send no more than four messages to the AE (including requests
for values necessary to determine the operating mode) either separately or simultaneously and receive no
more than three messages each. Therefore, the amount of information transmitted by the agents is estimated
as 14x O(nz) . Consequently, K (n)= O(nz) :

Taking into account the above assumptions about the method of calculating time complexity, the following
theorem holds.

Theorem 2. The time, space, and communication complexities of the algorithm are O(nz), and the upper
estimate of the number of transitions along the edges made by the agents is O(nz) where n is the number of
nodes in the graph. The algorithm uses three colors.

Conclusions. This work presents a new method and a corresponding algorithm for graph exploration by a
team of agents. The team consists of two agent-researchers that traverse an unknown graph and one stationary
agent-experimenter, who explores the graph based on the results of the two traversing agents.

Themainadvantages ofthe proposed algorithmliein the optimization ofagent operations and communication
processes, enabling the use of agent-researchers with finite memory independent of the graph size. This allows
the same agents to be employed in environments where no prior information about the graph size is available.
In our algorithm, only the stationary agent-experimenter possesses unboundedly growing internal memory,
where the graph map is constructed.

Additionally, we analyzed the time, space, and communication complexities of the algorithm, which are
bounded above by 0(n2). The graph exploration process in our algorithm is implemented using only three
colors. The number of colors does not depend on the graph parameters and remains a constant value.
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