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KaHJIU/IaT eKOHOMIYHHUX HAyK, JOIeHT,

JIOLIEHT Kad)eApu MEHEDKMEHTY OpraHizarlii,
Harmionansanii yHiBepcuTeT «JIbBIBChKA MOMITEXHIKA

FLEXIBLE REGRESSION EQUATION ALGORITHMS IN
FORECASTING CHANGES IN THE HIX-LINDHAL INDEX

AJITOPUTMMU THYUYKHUX PIBHSIHb PETPECII
Y IPOI'HO3YBAHHI 3MIH IHIAEKCY XIKCA-JITHAAJA

In the modern world, rapid changes in economic, financial, and social conditions require the development
of accurate and effective forecasting methods. One of the important tools for evaluating economic processes is
forecasting changes in specific indices, such as the Hicks-Lindahl index (HIX-Lindahl index), which reflects a
comprehensive indicator of harmonious development. Thus, the outlined article explores the effectiveness of applying
flexible regression equation algorithms in forecasting changes in the Hicks-Lindahl index. The study concludes
that the flexible regression equation algorithms used for forecasting changes in the HIX-Lindahl index are formed
using methods and techniques of statistical analysis aimed at creating accurate forecasting models. Flexibility is
provided by an equation that introduces regularization conditions to allow the model to adapt to complex, nonlinear
relationships between variables.

Knrouosi cnosa: independent variables, HIX-Lindahl index, triple effect, harmonious development, algorithm,
flexible regression equations.

Y cyuacnomy ceimi cmpimki 3MiHU eKOHOMIYHUX, (DIHAHCOBUX MA COYIANLHUX YMO8 3YMOGII0IMb NOmMpedy 8
PO3poOYT MOUHUX | eheKMUBHUX MemOdi6 NPOSHO3Y6aNHs. Bacxciueum incmpymenmom Onsi AHaRi3zy eKOHOMIYHUX
npoyecie € NPOSHO3YBAHHS 3MIH OKpeMux IHOeKcis, 30kpema inoexcy Xikca-Jlinoans, aKuil gucmynae KOMnieKCHUM
NOKA3HUKOM 2apMOHitiHOCmI po3eumxky. Takum uuHoMm, ys cmamms nPUcéaiena 00CIiONCEHHIO eeKmMUEHOCMI 3d-
CMOCYBAHHSL AI2OPUMMIB SHYYKUX DI6HAHb pezpecii 0t npoeHo3yeanHs smin inoekcy Xikca-Jlinoans, wo € eagic-
JUBUM THCIPYMEHMOM OYIHKU 000pOOYymy 8 yMOBAX 3MIHHUX eKOHOMIYHUX peanill. Y npoyeci 00CniodiceHHs 3a-
CMOCOBYIOMbCSL MEMOOU AHANI3Y, CUNME3Y, eKOHOMIKO-MAMEeMAMU4HO20 MOOeTIO8AHHS Ma pe2yiayii, AKi 0aroms
3M02y 0emanbHO OYIHUMU MEXAHIZMU GNAUSY PI3HUX hakmopie Ha inoekc. Kpim moeco, nepedbauaemubcs po3podxa
NPAKMUYHUX PEKOMEHOAYill 3 ONMUMI3aYii NPOSHO3VEAHHS 3MIH Yb02O THOEKCY Modice 6Yymu KOPUCHOIO O/l KOMN-
JIEKCHUX HAYKOBUX 00CHiOMNHCceHb ) chepi ekoHomiku. Pesyromamu 0ocnioscenns niokpecaoioms, wo aieopummu
SHYUKUX PIBHSAHb pecpecii, 3acmoco8ysani 015 NpocHO3y8anHs amin inoexcy Xikca-JIinoans, po3poonaromscsi i3 6u-
KOPUCIMAHHAM MemoOi8 i MexXHiK cmamucmuyHo2o ananizy, CHPAMOBAHUX HA CIMBOPEHHS MOUHUX MOOelell NPOSHO-
3yeanns. I nyukicmo modeni 3abe3neuyemocsa ne aume camum PiBHANHAM, aie Ul 3anpo8ad’CeHHAM YMO8 O 1020
peaynapuzayii, uwjo 0036015€ a0anmysamu Mooelb 00 CKIAOHUX [ HENIHIUHUX 36 '513Ki6 Midic 3MIHHUMU. J]OCTIONCEHHS.
006005Mb, WO pezpecilini Mooeni 3 pecyIApU3ayicro 30amHi 3MeHUY8AMU PUSUK NEPEHABUAHHS Md NOKPAWY6d-
MU y3a2anvbHents pe3ynbmamis, 0CooIUB0 3a YMOGU HAAGHOCMI 8EIUKOI KiTbKOCMI 03HAK a0 CKAAOHUX HeNHIUNHUX
63AE€M038 '3KI6 Midc aminnumu. Haeonoweno, wo nHaunowupeHivumy munamu pe2yiapu3ayii pecpeciiunux mooe-
J1etl, SIKI NOACHIOIMb N0GeOIHKY iHOekcy Xikca-Jlinoans, € L1-pecynapuszayis (Lasso) ma L2-peeynsipusayis (Ridge).
Koncmamosano, wo pecynapuzayis 0ooae 0o0amrkosuii «umpagh» 00 QyHKyii 00x00is, wjo smyurye mooens YyHuKa-
MU HAOMIPHOI 371eACHOCII 810 OKpEeMUX 03HAK, 0OMedHCYIouU IXHI 8acu abo Kopueyouu napamempu OJis 3MeHULeHH s
BNIUBY 8APIAMUBHOCTT 8 HABYUATLHIN 6UbIpyi. [lepcnexmusamu NOOATLUUX OOCAIONHCEHb € BOOCKOHALEHHS MEMOOI8
peaynapuzayii 8 peepecitinux Mooenax 01 OLbUL MOYHO20 NPOSHO3VEAHHA 3MIH IHOekcy Xikca-JIinoans 6 ymoeax
BUCOKOI CKIAOHOCMI | HENHITIHUX 36 SA3KI6 MIJHC 3MIHHUMU.

Keywords: nezanesxcui sminni, indexcy Xixca-Jlinoans, mpueounuii echexm, eapmoHitiHull po36umox, aieopumm,
CHYUKI DIGHAHHS pecpecii.

Problem statement. In the modern world,
rapid changes in economic, financial, and social
conditions require the development of accurate
and effective forecasting methods [3—4]. One
of the important tools for assessing economic
processes is the forecasting of changes in specific

indices, such as the Hicks-Lindahl index (HIX-
Lindahl index), which reflects a comprehensive
indicator of development harmony. Accurate
forecasting of such indices is critically important
for making effective decisions at the level
of individual enterprises [4; 5]. One of the
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approaches to forecasting is the use of regression
methods, particularly flexible regression equation
algorithms, which allow for the detection of
complex relationships between variables and
enable precise predictions even in conditions of
high uncertainty.

Flexible regression equations, such as
elastic nets or regularized models, provide the
ability to avoid the problem of constant model
transformation when working with large datasets
and many independent variables.

These models are particularly relevant in
forecasting financial indices, where numerous
influences may change over time.

Analysis of research and publications.
The issue of harmonious development of an
enterprise and the formation of approaches
to considering its components has been the
focus of numerous works by both domestic
and foreign scholars. Among them, it is worth
noting researchers such as Todoryuk S. I,
Kutarenko N. Ya. [6], Krysvatyy A. L. [5],
Yudina O. I., and Klymova T. V. [7]. The merit
of the scholars lies in their study of various
aspects of economic, social, and managerial
processes within an enterprise, the impact of
internal and external factors on the components
of the triple effect, as well as the processes of
capital preservation and the improvement of
the HIX-Lindahl net flow index.

However, an important element in considering
these aspects is the effectiveness of applying
flexible  regression  equation  algorithms,
particularly in forecasting changes in the HIX-
Lindahl index. These algorithms allow for
the assessment of how changes in one of the
economic indicators can affect the harmonious
development of the enterprise as a whole.

The results interpretation from such models
opens up new opportunities for optimizing
management decisions and improving the
effectiveness of forecasting economic changes.

This article aims to explore the effectiveness
of applying flexible regression equation
algorithms in the context of forecasting changes
in the HIX-Lindahl Index.

Presentation of the main material.
Within the framework of the study, the author
emphasizes that the HIX-Lindahl index can be
considered as an effective indicator reflecting the
pace and level of harmonious development of
an enterprise, and is formed under the influence
of complex factors. Given the dependent nature
of the outlined indicator, flexible regression
equation algorithms are of great importance for
forecasting its variability.

It is important to note that flexible regression
equation algorithms in forecasting changes
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in the HIX-Lindahl index are a set of methods
and techniques for statistical analysis aimed at
constructing accurate forecasting models through
flexible (variable) regression equations.

In other words, these algorithms are important
because they allow for the effective evaluation
and forecasting of the behavior of any index
that measures the complex change in a set
of indicators (in our case, the triple effect of
sustainable development), taking into account
the various factors that influence them.

It should be noted that among the core elements
of such algorithms are regression models that
are adaptive to complex, nonlinear relationships
between variables, as well as the HIX-Lindahl
Index itself.

The HIX-Lindahl Index is calculated based
on the aggregated indicator of the triple effect of
sustainable development.

In this case, the basis for forecasting changes
is a single mathematical expression of the
regression [4; 7-8]:

HIXt=B0+p1-X economic+P2-X social+ (1):
+B3-X environmental+e, ’

where: HIXt — the HIX-Lindahl Index at time
t; X economic, X social, X environmental —
the corresponding factors that characterize the
economic, social, and environmental aspects;
B0 — the constant (intercept); B1,82,p3 —
coefficients indicating the impact of each factor
on the index; € — the model’s error term.

For example, for the company EKTA, one
of the largest Eastern European developers and
manufacturers of LED displays and business
solutions based on LED technology, the model
of variability of the HIX-Lindahl Index is formed
by:
—the wvalue of the economic capital
preservation index X1 (in particular, monetary);

— the social capital preservation index X2 (in
particular, human capital);

— the natural capital preservation index X3.

The basis for forecasting changes is the
equation, which takes the form:

Y = 0.1965 + 2.0009X1 + .
+0.353X2-1.4953X3, (2);

The input data for forming the equation is
presented in Table 1.

For each of these models, it is important to
formulate a hypothesis regarding the sensitivity
of the given structure, which determines the
variability of the HIX-Lindahl Index to changes.

For example, for the EKTA enterprise, it has
been established that in the studied situation,
92.82% of the total variability of Y is explained
by the change in the factors Xj.
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Table 1
Input Data for Forming the Equation of Variability of the HIX-Lindahl Index
for EKTA Enterprise, 2020-2024
Hicks-Lindabl index | profioi8 (A0Gex | Presorvation tndex | Preservation Index
0,9 0,67 0,381 0,55
0,96 0,69 0,29 0,47
0,69 0,55 0,31 0,48
0,73 0,52 0,39 0,43
0,76 0, 67 0,43 0,6

Source: compiled based on EKTA Vision GmbH data

The economic interpretation of the model
parameters is as follows:

— an increase in X1 by 1% leads to an average
increase in Y by 2.001%;

— an increase in X2 by 1% leads to an average
increase in Y by 0.353%;

— an increase in X3 by 1% leads to an average
decrease in Y by 1.495%.

Ideally, this hypothesis is accepted or
rejected based on the analysis of how different
variables respond to internal and external factors,
influencing harmonious development as a whole.
The hypothesis tests the conditions of the index's
sensitivity to changes in the external environment
and internal processes, whose understanding
allows for forecasting future development trends
at different levels.

It should be noted that in order to accept or
reject the proposed hypothesis, not just ordinary
regression models should be considered, but
rather models with regularization (as they are
adaptive to complex, nonlinear relationships
between variables) [5-7].

The point is that regression models with
regularization help reduce overfitting and
improve the generalization of the data when there
are a large number of features or when complex
nonlinear relationships exist between variables.
Regularization adds an additional “penalty”
(or regularization term [2; 3]) to the objective
function, which forces the model to not overly
rely on individual features, limiting their weights
or adjusting the parameters so that the model is
less prone to variability in the training dataset.

The most common types of regularization for
regression models that explain the behavior of the
HIX-Lindahl Index are L1 regularization (Lasso)
and L2 regularization (Ridge), the characteristics
of which are provided in Table 2. Another well-
known method is Elastic Netregularization, which
combines L1 and L2 regularization, allowing the
model to adapt to complex relationships between
variables that may be either linear or nonlinear.

The popularity of Lasso and Ridge models
is due to their ability to reduce the impact of

“noise” and avoid overfitting (when a model
performs well on training data but poorly on new,
unseen data) while simultaneously identifying
the important features of the data.

Additionally, in modern forecasting of
changes in the HIX-Lindahl Index, regression
models using machine learning can be applied,
which are effective due to their ability to adapt
to nonlinear relationships between the index
as the outcome variable and the numerical
predictors.

Additionally, it is worth noting their value in
identifying non-obvious patterns in large datasets
that model the variability of the HIX-Lindahl
index. Among these models, decision trees and
neural networks are particularly important,
as they can handle large volumes of data and
provide high prediction accuracy, even in cases
where traditional linear models fail to achieve
good results (Table 3).

Machine learning methods, particularly
decision trees and neural networks, significantly
enhance the effectiveness of forecasting and
data analysis due to their ability to process large
volumes of data, detect nonlinear relationships,
and reduce the impact of noise [3; 6].

At the same time, in practice, any of the
regression models that are adaptive to complex,
nonlinear relationships between variables
provide the capability to handle sufficient data
sets, uncover non-obvious dependencies, and
reduce the influence of noise.

So, using the example of the variability
equation for the HIX-Lindahl Index of the EKTA
company (Y = 0.1965 + 2.0009X1 + 0.353X2 -
1.4953X3), its regularization is possible:

1. Using the Lasso model, the equation would
look like:

Y = 0.1965 + 2.0009X1 - 1.4953X3 (since
B2 has a weak influence on the forecast due to
significant automation in the production of LED
displays, and regularization has set it to zero
(B2=0). o

Economic interpretation: an increase in X1 by
1% still leads to a 2.0009% increase in Y; the
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Table 2

Characteristics of Lasso and Ridge models, adaptive to complex,
nonlinear relationships between variables

. . . orithm for mode ignificance in Forecastin anges
R Ty[l)e of 1§fpec1ﬁclty of Algorithm f del Signifi in F ting Chang
egularized effectiveness in formation in the Hicks-Lindahl Index
Model forecasting changes
The regularization parameter helps
& . minimize the prediction error and limit
Adds a reeularization LT=Axi+ /'UZ|W1| the magnitude of the model’s coefficients.
Lasso term to th% cost " This means that the model will try to
. functi ional | where: make the coefficients closer to zero. If the
Regression unction, proportiona Axi — measure of error: coefficients for certain features become
(L1 o to the sum of the i onts zero, those features can be considered
Regularization) | absolute values* of the z’;‘ T model i(t)e)ﬂiments unnécessary for the model and can
' i eature weights); ! )
model's coefficients. o regularligzation effectively be excluded fron} the analysis.
parameter. This helps reduce the model's complexity
and avoid overfitting.
L2 = i— (i) + i o .
;y ! (y l) )L; "' | The regularization parameter is
Adds a recularization here: proportional to the sum of the squares
term to th% cost where: del coeffici of the model’s coefficients. This means
Ridge function. rroportional VP ——mode ioe' c1ents I that an additional term is added to the
Regression (L2 | " su’nIl) o fpthe &eature “l'el.g ts); cost function, which forces the model’s
Regularization) | o © " o —regu ar1ia}t11§)n 1 coefficients to be as small as possible, but
c?) efficients P}?famete@ “(’1 1c £ %Ontro $ | without eliminating them (unlike in Lasso
the magnitude of the regression, where some coefficients can
adjustment (the larger the || Sreduced to zero)
A, the stronger the penalty '
added to the cost function).
Note

* This variable is added to the cost function to limit the magnitude of the model's coefficients, preventing overfitting.
Source: compiled based on [1-3; 6]

Table 3

Characteristics of decision Tree and Neural Network models, adaptive to complex,
nonlinear relationships between variables

Type of - .
. . . . Significance in
;Ielzfllllil::e Spec1ﬁclti_)(;l?g c(;i:'::i;tlveness M Model Formation Algorithm | forecasting changes in
g g the Hicks-Lindahl Index
model
It splits the dataset into smaller At each stage, the operator
subsets using conditional checks selects the best variable
Decision based on feature values. This allows | (feature) that minimizes It is possible to clearly see
Trees the construction of a hierarchical uncertainty the most (this is how and why the model
model that makes decisions about |done through criteria such made a particular decision.
how the relationship between as information gain or mean
variables should be structured. squared error).
They simulate the functioning of | Neural networks consist of
the human brain and are capable of |input, hidden, and output layers. | Through multiple hidden
detecting complex patterns in data. | Each neuron in a layer receives |layers, neural networks
Neural . . . : . 3 }
They consist of multiple layers of  |input data, applies weights to it, | can detect highly complex
Networks . : S . ) X
neurons that process the input data | passes it through an activation |and nonlinear relationships
and pass it through several levels to | function, and then transmits the |between variables.
produce the output. result to the next layer.

Source: compiled based on [1-2; 5; §]

exclusion of X2 from the model means that the
index of social capital preservation (X2) does
not have a significant impact on Y. Meanwhile,
the influence of X3 remains unchanged—its
increase by 1% reduces Y by an average of

1.4953%.
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Clearly, after

Lasso
equation becomes simpler and focuses only on
the most significant variables.

2. Using the Ridge model, the coefficients
are constrained (Bl = 1.8, 2 = 0.3, B3 = -1.2),

regularization, the

which reduces their influence but does not set
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them to zero. Therefore, with the Ridge model,
the equation would look like:

Y =0.1965 + 1.8X1 + 0.3X2 - 1.2X3, (3);

Economic interpretation: An increase in
X1 by 1% leads to an increase in Y by 1.8% (a
reduced impact compared to the initial model);
an increase in X2 by 1% results in a 0.3%
increase in Y (slightly lower than in the original
model, but still significant); an increase in X3 by
1% reduces Y on average by 1.2% (a reduced
negative impact).

The Ridge model is less prone to overfitting
since the coefficients have become less
extreme.

Conclusions. The study emphasizes that the
algorithms of flexible regression equations used
to forecast changes in the Hix-Lindahl index are
formed using complex methods and statistical
analysis techniques aimed at creating accurate
forecasting models. The flexibility is ensured by
the equation itself and by introducing conditions
for its regularization, which allows the model

to adapt to complex, nonlinear relationships
between variables.

It has been proven that regression models with
regularization can reduce overfitting and improve the
generalization of results when there is a large number
of features or complex nonlinear relationships
between variables. Attention is drawn to the fact
that the most common types of regularization in
regression models, which explain the behavior of the
Hix-Lindahl index, are L1 regularization (Lasso) and
L2 regularization (Ridge).

It is stated that regularization adds an
additional “fine” to the objective function, which
forces the model to avoid excessive reliance on
individual features by limiting their weights or
adjusting parameters to reduce the impact of
variability in the training sample.

The prospects for further research lie in
improving regularization methods in regression
models for more accurate forecasting of changes
in the HIX-Lindahl Index under conditions of
high complexity and nonlinear relationships
between variables.
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