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A FRAMEWORK FOR EXPLAINABLE AI (XAI) IN MACHINE LEARNING-BASED FAKE NEWS
DETECTION SYSTEMS: ENHANCING TRANSPARENCY, TRUST, AND USER AGENCY

Abstract. The subject of this article is the critical need for interpretability in machine learning (ML) based fake news
detection systems and the proposal of a novel conceptual framework for the systematic integration of Explainable Al (XAI) to
address this.

The purpose is to enhance transparency, user trust, and effective moderation, thereby improving the fight against the
significant threat of online disinformation.

The proposed methodology involves delineating key architectural components for integrating XAl into fake news detection
workflows, mapping diverse XAl techniques (e.g., LIME, SHAP, attention mechanisms) to the specific explainability needs of
various stakeholders (end-users, journalists, moderators, developers), and considering the challenges of multimodal fake
news. The potential benefits and operational characteristics of this framework are illustrated conceptually through mock
experimental scenarios and illustrative case studies.

The scientific novelty of this work lies in its comprehensive, stakeholder-centric XAl framework specifically tailored for
the complexities of fake news detection. Unlike ad-hoc applications, this framework offers a systematic approach addressing
multimodal content, outlining architectural considerations for integration, and linking explanation types to differentiated user
requirements, aiming for a more holistic solution to the «black-box» problem in this domain.

Conclusions from this conceptual study suggest that the proposed XAl framework provides a structured pathway towards
developing more trustworthy, accountable, and effective Al-driven fake news detection systems. Its implementation is projected
to enhance transparency, improve user agency in information assessment, facilitate model refinement, and support robust
human-Al collaboration, thereby contributing a foundational approach for future empirical validation in combating online
disinformation.

Key words: Fake News Detection, Explainable Al (XAI), Machine Learning, Trustworthy Al, Conceptual Framework,
Software Engineering, Misinformation, Disinformation.

Muxaiinio THATHIIHWH, Onekciii HEAAIIKIBCbKUW. CTPYKTYPA MOACHIOBAJIBHOIO IITYYHOI'O
IHTEJIEKTY (MIII) B CACTEMAX BHUABJEHHA ®EMKOBUX HOBUH HA OCHOBI MAIIMHHOIO
HABYAHHA: IIOCUJIEHHA ITPO30POCTI, JOBIPU TA CYB'EKTHOCTI KOPUCTYBAYIB

Anomayis. [Ipedmemonm yiei cmammi € kpumuvHa nompeba 8 iHmepnpemogaHocmi cucmem gusi81eHHs pelikogux HO8UH
Ha ocHO8I MaWUHHO20 Hag4aHHs (MH) ma npono3uyisi Ho8oi KOHYenmya/abHOI cmpykmypu 04151 cucmemamuyHoi iHmezpayii
HosicniosanvHozo LImyuHozo Inmeaexkmy (I11111) das ii eupiwieHHsL.

Memoio € nocunenHs npo3opocmi, dogipu kopucmyeauie ma epekmusHoi Modepayii, mum camum nokpauyrovu 60pomuoy
31 3HAQUHO0 3a2p03010 OH/ALH-0e3iHgopMmayii.

3anponoHnosana Memoado0.102ia nepedba4de 8UIHAYEHHS KAOYOBUX ApXimMeKmypHUX KoMnoHeHmis das inmeepayii IT1LI1
8 poboul npoyecu gusiaeHHs (pelikosux HOBUH, cniegioHeceHHs pizHomMaHimHux memodis Il (Hanpukaad, LIME, SHAP,
MeXxaHiamu yeazu) 3i cneyugiyvHumu nompe6amu 8 NOSICHEHHsIX PI3HUX 3ayikas/ieHux cmopiH (KiHyesux Kopucmyeauis,
JcypHasicmis, mModepamopis, po3po6HUKi8) ma 8paxy8aHHss npobaem MyabmumodanavHux getikosux HosuH. [lomeHyitiHi
nepesaau ma onepayiiiHi xapakmepucmuku yiei cmpykmypu KoHYyenmyaabHo i10cmpyomuscs 3a 00noM02010 M00e1b08AHUX
eKcnepuMeHmaJ/1bHUX cyeHapiie ma HaoYHUx npukaadis.

Haykoea Hosu3Ha yiei po6omu nossieae 8 ii komnekcHill, opienmosaHili Ha 3ayikasseHux cmopid cmpykmypi I111],
cneyianbHo adanmosaHili do ckaadHowjie suseneHHs elikosux HosuH. Ha 8idmiHy 8i0 cumyamusHux 3acmocysaHs, Ys
cmpykmypa nponoHye cucmemamuyHul nioxio, wo OXONAeE MyAbMuMOoOdAbHUL KOHMEHM, SU3HAYAE apXimeKmypHi
MIpKy8aHHs 04151 iHmezpayii ma nog’s3ye munu nosicHeHb 3 dugpepeHyilio8aHUMU BUMO2AMU KOpucmyeayis, Maroyu Ha memi
6inbW YinicHe gUpIiWEHHS npo6aemMu «40pHOI CKpUHbKU» 8 Yill 2ay3i.
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BucHo8Ku 3 Ybo20 KOHYenmya/nbHo20 00CAI0XCeHHA ceiduamb, wo 3anponoHosaHa cmpykmypa I 3a6e3neyye
cmpykmyposaHutl wisix 0o po3po6bku 6inbw HadiliHuX, nid38imHux ma epeKmu8HUX cucmeM 8usig/eHHs Pelikogux HOBUH Ha
ocHosi LI [IpozHo3zyemubcs, wjo it enposadiceHHs nocu1ums npo3opicms, NOKpawums cy6'ekmuicmes Kopucmyeauie 8 oyiHyi
iHgopmayii, nosneczwiums 8dockoHaseHHs modesell ma nidmpumae Haditiny cnienpayto atoduHu ma LI, mum camum pobastuu
8Hecok y gpyH0ameHmaavHuli nioxio 011 malieymHwvoi emnipuyHoi eanidayii y 6opomu6i 3 oHAalH-0e3iHgopmayiero.

Knawouosi caoea: suseneHHs gelikosux HOBUH, nosicHogaabHull wmyyvHutl inmeaekm (I1LII), mawuHHe HABYAHHS,
dosipenutl llll, koHyenmyabHa cmpykmypa, npo2pamHa iHxceHepis, deiHgopmayis.

Introduction. The proliferation of fake news, encompassing both deliberate disinformation and unintention-
al misinformation, presents a formidable global challenge in the digital era [4]. Amplified by online platforms, it
erodes public trust, disrupts democratic processes, and can have severe societal consequences, underscoring the
urgent need for effective countermeasures. Machine learning (ML) has become a primary tool in detecting such
content, with models (e.g., deep learning, NLP-based approaches) achieving notable accuracy [4].

However, many advanced ML detectors operate as "black boxes", their internal decision-making processes
opaque to users [6]. This lack of transparency critically undermines their utility in the sensitive context of fake
news. It breeds mistrust among users and moderators, complicates the identification and mitigation of model
biases, hinders effective human oversight in nuanced cases (like satire), and leaves systems vulnerable to so-
phisticated adversarial attacks. This fundamental challenge of opacity in conventional ML systems versus the
goal of transparent, explainable systems is visually summarized in (Fig. 1).

(a) Current "Black Box" Fake News Detection N (b) Proposed XAI-Enhanced Fake News Detection
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Fig. 1. Conceptual Illustration of (a) The "Black Box" Challenge in Traditional ML-Based Fake News
Detection versus (b) The Transparency Offered by an XAI-Enhanced Approach

Consequently, there is a pressing need for Explainable Al (XAI)-methods that can, as illustrated in Figure
1(b), render ML decisions understandable to humans by providing insights into their reasoning [3]. Integrating
XAl is essential for transforming these detection tools into more accountable, robust, and ultimately trustwor-
thy systems [10] in the ongoing effort to combat online disinformation.

Analysis of Recent Research and Publications. Research in automated fake news detection has rapidly
advanced [4], alongside a growing interest in Explainable Al (XAI) to address the "black-box" nature of complex
models [6]. ML approaches have evolved from traditional models (e.g., SVMs, Naive Bayes) relying on feature
engineering to sophisticated deep learning architectures, particularly Transformer-based models (e.g., BERT),
which excel at understanding textual nuances. Recognizing the multifaceted nature of fake news, current re-
search increasingly focuses on multimodal systems that analyze text, images/videos (often with CNNs or Vision
Transformers), and network propagation patterns (using GNNs) [2]. Despite progress, challenges persist in
dataset quality, model adaptability to evolving tactics, and handling nuanced or culturally specific content [4].
The trend is towards more complex models, which often exacerbates the explainability challenge.

Prominent Explainable Al (XAI) Techniques. XAl offers methods to interpret ML model decisions [7]. Key
categories include:

® Model-Agnostic Methods: LIME [9] and SHAP [8] are widely used to explain individual predictions by
identifying critical input features, offering both local and global perspectives.
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@ Model-Specific Methods: Techniques like attention mechanism visualizations (for Transformers) or gradi-
ent-based methods (for neural networks) provide insights into model-specific internal workings. Other approaches
include counterfactual explanations [11] (showing what input changes would alter a decision) and example-based
explanations [5, 6]. The goal is to provide human-understandable justifications for model outputs [3].

Existing Applications of XAl in Fake News Detection: The application of XAl in fake news is emerging [4].
Studies have utilized LIME and SHAP to identify influential textual features in classifications and to interpret
deepfake detection models [2]. Initial findings suggest XAI can improve users' ability to assess news trustwor-
thiness. However, these applications are often focused on specific XAl techniques or data modalities rather than
integrated systems.

Highlighting Unresolved Parts of the General Problem (Identifying the Gap): Despite progress, critical gaps
hinder the effective use of XAl in combating fake news:

@ Lack of Comprehensive Frameworks: Most XAl applications are ad-hoc, lacking holistic frameworks for
systematic integration across diverse data types and detection stages [4].

@ Challenges in Explaining Multimodal Fake News: Generating coherent explanations for sophisticated,
multimodal fake news remains difficult [2, 4].

@ Inadequate Evaluation of Explanation Effectiveness: Robust, context-specific methods for evaluating how
XAl impacts user understanding and decision-making in the fake news domain are underdeveloped [3, 5].

@ Operationalization Hurdles: Integrating XAl into real-world, scalable fake news detection systems pre-
sents significant software engineering and ethical challenges [10].

This paper seeks to bridge these gaps by proposing a structured, stakeholder-aware XAI framework tailored
for fake news detection.

Formulation of the Purpose of the Article (Statement of the Task). Addressing the identified gaps in cur-
rent research, particularly the need for a more integrated and stakeholder-focused approach to explainability
in fake news detection, this article sets out to propose a novel conceptual framework. The primary purpose is
to detail a systematic approach for integrating Explainable Al (XAI) techniques within machine learning-based
fake news detection systems, with the overarching goal of enhancing transparency, user trust, and overall sys-
tem effectiveness.

To achieve this, the article will first delineate stakeholder-specific explainability needs pertinent to the di-
verse actors in the fake news ecosystem. Following this, it will map suitable XAI techniques to various compo-
nents of fake news detection models and these distinct user requirements. A key aspect of this work involves
outlining a modular software architecture conducive to the flexible integration of these XAl components. Fur-
thermore, the potential benefits and operational utility of the proposed framework will be illustrated through
a combination of illustrative case studies and mock experimental scenarios. Finally, the discussion will extend
to key ethical considerations and inherent limitations associated with such a framework, thereby providing a
comprehensive exposition of the proposed solution.

The Proposed XAl Framework for Fake News Detection. This section details the proposed conceptual
framework for integrating Explainable Al (XAI) into machine learning-based fake news detection systems. The
framework aims to transform opaque detection models into transparent tools, enhancing user trust [10] and
providing actionable insights to combat the pervasive challenge of online disinformation.

Conceptual Foundations and Guiding Principles. The development of this framework is rooted in the
understanding that effective explainability in the complex and sensitive domain of fake news detection must be
robust and user-focused [3, 5]. An explanation is deemed valuable if it is:

@ Faithful: Accurately reflects the underlying model's decision-making process [5, 7].

® Understandable: Comprehensible to the target stakeholder, considering their varying levels of technical
expertise and specific informational needs [3].

@ Actionable: Empowers the stakeholder to make informed judgments or take appropriate next steps.

® Timely and Context-Aware: Provided efficiently and incorporating relevant contextual information to
maximize its utility.

The framework's design adheres to several core principles:

1. Modularity and Extensibility: The architecture is designed to be modular, facilitating the integration of
various XAl techniques [7] and allowing for future adaptation to new ML models or evolving fake news charac-
teristics.

2. Multimodality Support: Given that fake news often leverages a combination of text, images, video, and
network propagation patterns, the framework is conceptualized to support explanations that can account for
these multimodal signals [2, 4].

3. Transparency of Explanations: The framework aims to clearly communicate not only the model's rea-
soning but also the capabilities and limitations of the XAl methods employed [1, 5].
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4. Facilitation of Human-Al Collaboration: Positioning XAl as a bridge that enables more effective part-
nership between human expertise and Al capabilities in addressing disinformation [10].

The Proposed XAI Framework: Architecture and Functionality. The proposed XAl framework, illustrat-
ed in Figure 2, is envisioned as a multi-layered system. It integrates with an underlying fake news detection
model (or an ensemble of such models) to systematically generate, synthesize, and deliver insightful explana-
tions [1].
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Fig. 2. Compact Architectural Diagram of Proposed XAI Framework

The primary layers and components are:

@ Layer 1: Data Input & Preprocessing: This initial layer is responsible for ingesting a wide array of in-
puts, including raw news content (text, images, video URLs, associated metadata such as headlines, authorship,
and publication dates), user interaction data (e.g., shares, comments, reports, if accessible), and source infor-
mation. It then performs necessary preprocessing tailored for both the subsequent fake news detection model
and the specific requirements of the XAl analysis techniques.
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@ Layer 2: Fake News Detection Model(s): This layer houses the core ML model(s) - for instance, ad-
vanced Transformer-based architectures for textual analysis, Vision Transformers (ViTs) or CNNs for image/
video content, and Graph Neural Networks (GNNs) for analyzing propagation patterns or source relationships.
These models provide the primary classification (e.g., "fake," "legitimate," "misleading") along with a confi-
dence score. Crucially, this layer can also expose internal model states (like attention weights or intermediate
feature vectors) that are valuable inputs for certain XAI techniques.

@ Layer 3: XAl Engine: As the central nervous system for explainability, this layer contains a diverse toolkit
of XAl methods. These include model-agnostic techniques like LIME and SHAP (for local and global feature attri-
butions), model-specific methods such as attention visualization (for Transformer models) or gradient-based
explanations (for deep neural networks), counterfactual explanation generators [11], and techniques like GN-
NExplainer for graph-based models. The engine selectively applies these techniques based on the input data
modality, the type of ML model used, and the specific nature of the explanation being sought.

@ Layer 4: Explanation Synthesis & Aggregation: Raw outputs from the XAl Engine (e.g., feature impor-
tance scores, saliency maps, rule sets) are often too complex or fragmented for direct consumption [6]. This
layer’s critical function is to process, refine, and synthesize these raw explanations into forms that are coher-
ent, understandable, and directly relevant to different stakeholders. Key processes include fusing explanations
from multiple XAl methods or across different data modalities, employing Natural Language Generation (NLG)
to create human-readable summaries, and adapting the level of detail and technical complexity based on the
target user's profile.

@ Layer 5: Presentation & Interaction: The final layer is responsible for delivering the tailored expla-
nations to users or other systems. This can occur through various user interfaces (Uls) such as interactive
dashboards, browser extensions, or embedded notices within news platforms. It also includes provisions for
API-based delivery to integrate with external content moderation tools. Conceptually, this layer incorporates
a feedback mechanism, allowing users to provide input on the clarity and utility of explanations, which can
inform iterative improvements to the XAl system.

Conclusions and Prospects for Further Exploration. This article addressed the critical challenge of
"black-box" machine learning models in fake news detection by proposing a novel conceptual framework for
integrating Explainable Al (XAI). The core contribution is a stakeholder-centric, modular, and multimodal XAl
architecture designed to enhance transparency, user trust, and decision-making in combating online disinfor-
mation. The illustrative scenarios presented highlight its potential to provide clearer, more actionable insights
than current non-explainable systems.

Future work must prioritize the empirical validation of this framework through prototype development
and rigorous testing with real-world datasets and diverse user groups. Key research directions also include ad-
vancing XAl techniquestailored for sophisticated and multimodal fake news (including generative Al content),
addressing the scalability and real-time performance challenges for practical deployment, and conducting us-
er-centric studies to assess the real-world impact and usability of tailored explanations. Continued investiga-
tion into adaptive explanations and the ethical implications of XAl in this domain will also be crucial for evolv-
ing this conceptual blueprint into a robust and responsible tool.
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