**Abstract.** Information systems are used in many areas of human activity, which are not limited to one country or continent. This may require horizontal scaling for the system to function properly. Ignoring this can affect performance and availability, which in turn can lead to a loss of reputation and users.

Horizontal scaling increases the number of database replicas, which creates the need for data reconciliation, since writing operations to different nodes increases entropy. There are various technologies aimed at reducing it, including Active Anti-Entropy. Its essence is to detect inconsistencies and start the reconciliation process between replicas. It is actively used in a database such as Riak and uses the Merkle Tree data structure, which is based on the use of hashing algorithms. The speed of inconsistency identification depends on the chosen hashing algorithms and the number of documents in the collection. An increase in the number of documents or even their size can worsen the even distribution and lead to an increase in the number of collisions. The occurrence of collisions increases the time period of data inconsistency, because the system cannot detect the inconsistency in time.

In addition to the collisions that can occur, you need to consider the delay due to data transfer over the network when nodes interact, and remember that such verification is not a one-time operation, but requires constant computation on replicas and sending for verification. Minimizing the time of these operations will speed up the data reconciliation process.

Critically important data must be reconciled with minimal delay, as an untimely or incorrectly made decision can lead to material or even human losses. To prevent this, there must be a solution that will minimize the delay of matching such data.
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A Merkle tree is a data structure used in distributed systems to effectively check the integrity of data in the Active Anti-Entropy mechanism. It is created by recursively hashing pairs of data, creating a tree-like structure where each leaf represents a particular piece of data and each non-leaf represents the hash of its children. The highest level of the tree, known as the root node, contains a single hash value, often called the root Merkle hash [6].

Merkle trees are often used to ensure data integrity in blockchain technologies. By comparing root Merkle hashes between different nodes, it is possible to effectively determine whether the data between these nodes is consistent or whether there are differences.

**Problem statement.** Horizontal scaling of information systems increases speed and availability due to increased computing power, but in turn, creates additional tasks. One of these tasks is the reconciliation of data on different replicas of a distributed database [1].

Since digitalization permeates almost all spheres of human activity, there may be completely different cases that emphasize the need to pay attention to it. It can be the coordinates of objects in space, and various financial transactions that can be carried out in different point of the Earth. Given the development of mobile technologies, which cause an increase in bandwidth and radius of coverage, the opportunities for automating processes that could not be automated before are increasing. In addition, such a direction as the Internet of Things is actively developing, which requires a large number of sensors, which in turn increase the amount of information in cyber-physical systems. It should be noted that technologies are actively being implemented in the govenment sector of countries and information about citizens should be consistent for all public services from different sources. In addition, the consistency of certain data on citizens can be useful for partner countries to simplify the work of border services, perhaps even to find the necessary qualified engineers or scientists [2].

**Latest research and publications analysis.** Distributed databases can use different techniques to maintain consistency. They can represent not only additional mechanisms, but be provided at the level of the architecture of the database itself and its CRUD operations [3].

One method may be to centralize write operations, which guarantees synchronous writing to replicas. Data is read from replicas, which significantly reduces the load from the central node. In addition, the presence of replicas improves the availability of the database, because if one node goes down, it is possible to continue work using copies.

Ведення версій записів також є методом вирішення конфліктів, яке використовує вектор часу. Вектор часу – це послідовність пар, яка описує порядок появлення цього запису. Перевагами вектора часу є відсутність єдиної точки відмови системи, тому що при використанні тимчасових міток в записах необхідно виконувати таку синхронізацію часу з одним еталоном. Недоліками вектора часу є відсутність можливості автоматично вирішувати конфлікти, а також збільшення довжини вектора часу при багаторазовому оновленні запису. Однак в NoSQL існують механізми управління вектором часу. Наприклад, в системі Riak можна задавати частоту обрізання вектора на рівні сегмента, а також визначати максимальну довжину вектора часу [4].

**Active Anti-Entropy mechanism** consists in detecting and correcting inconsistency. The active antientropy process involves periodically comparing and synchronizing data between nodes to detect any differences. This ensures that copies of data on different nodes of a distributed system always remain consistent with each other [5].

A Merkle tree is a data structure used in distributed systems to effectively check the integrity of data in the Active Anti-Entropy mechanism. It is created by recursively hashing pairs of data, creating a tree-like structure where each leaf represents a particular piece of data and each non-leaf represents the hash of its children. The highest level of the tree, known as the root node, contains a single hash value, often called the root Merkle hash [6].

Merkle trees are often used to ensure data integrity in blockchain technologies. By comparing root Merkle hashes between different nodes, it is possible to effectively determine whether the data between these nodes is consistent or whether there are differences.
Bloom filter is a probabilistic data structure that is used to efficiently determine whether a certain element belongs to a set of data. Use this filter to quickly respond to queries about the presence or absence of certain data in a set without having to store all of that data separately [7].

One of the varieties of this data structure is the Spectral Bloom filter, which is a vector of counters. The value of the counter increases when it is accessed accordingly. The peculiarity is that it becomes possible to add and remove elements that have been added to the filter, unlike the classic Bloom filter [8].

**Aim of the research.** The main goal of the research is to present the proposed Active Anti-Entropy mechanism for matching critical data in distributed NoSQL document-oriented databases, as existing methods are vulnerable due to insufficient collision resistance in the context of critical data.

**Active Anti-Entropy mechanism based on Spectral Bloom Filter and PH-2 algorithm.** The Active Anti-Entropy mechanism is a process that occurs in the background of a running distributed database. The essence of the mechanism is to search for entropy and perform the process of matching data between different replicas.

The diagram of the Active Anti-Entropy mechanism using the Spectral Bloom filter and the PH-2 algorithm is shown in Fig. 1.

---

**Fig. 1. Scheme of operation of the proposed Active Anti-Entropy mechanism**

The essence of the mechanism is that there is a constant exchange of snapshots between the nodes, which are compared with each other. Consider the mechanism on the example of a distributed NoSQL document-oriented database, which consists two replicas.

The first replica takes a snapshot for a particular document and sends it to another replica. When the second replica received this snapshot, it calculates the snapshot of the same document by the document ID and compares it with what it received. If the snapshots are the same, the second replica simply ignores the received snapshot. In this case, this node can send a certain message to the 1st node that the data is agreed and no additional actions are required. If the snapshots are different, the second node sends the document identifier and the timestamp of its last modification. This is necessary so that the first node can determine which replica stores the most recent data. If, after comparing the timestamps, it turns out that the first replica contains a newer document, then the document is taken from it and sent to the second node. The second node receives the document, compares the timestamps, and writes it to the database if the time of the last modification of the local document is older than the time of the received document.

If the first replica contains an outdated document, it simply ignores that the timestamps are different because the second node performs the same actions in parallel, providing simultaneous monitoring.

Since the exchange of messages occurs continuously, the following requirements for messages arise:
- the snapshot must be collision-resistant;
- the snapshot calculation speed should be maximum;
- the size of the snapshot should be minimal to reduce the time required for transmission between nodes over the computer network;
Collision resistance is a critically important indicator, as it depends on how quickly the mechanism can detect inconsistencies and start the data reconciliation process.

Alternatively, cryptographic hashing algorithms could be applied, but these have more security-related properties. For consistency purposes, this is irrelevant, but can negatively affect the needs of fast computation and size. In other words, they do not meet the second and third requirements. In this case, non-cryptographic hashing algorithms can be used, but the issue of collision resistance remains open for them.

Another possible option is to use a spectral Bloom filter. In its classic form, it is a vector of counters that is formed from input data. The counter is an unsigned integer. Each input block of data is hashed, a digest is obtained and the position in the vector is calculated using it. When addressing a certain element of this vector, the value of the counter is increased by one.

It would be advisable to use it if you change the algorithm of forming this filter and avoid usage of hash functions. Also, it would be advisable to use such an algorithm, which would target data that in most cases is stored in databases to increase collision resistance.

In addition to the snapshot, the message may include the operation ID, document ID, PH2 hash, and timestamp. The structures of possible messages are shown in figures 2 and 3.

<table>
<thead>
<tr>
<th>39 bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 byte</td>
</tr>
<tr>
<td>Opcode</td>
</tr>
</tbody>
</table>

**Fig. 2. Structure of message to check documents**

<table>
<thead>
<tr>
<th>52 bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 byte</td>
</tr>
<tr>
<td>Opcode</td>
</tr>
</tbody>
</table>

**Fig. 3. Structure of message to compare timestamps**

The operation identifier is 1 byte in size and can take three values:
- if a message is sent to terminate the process, the field is set to 0;
- if a message is sent with a snapshot, the field takes the value 1;
- if a message is sent with a timestamp, the field takes the value 2.

These identifiers allow you to identify the type of message and process it in the appropriate way.

In the figures, there is an ObjectID that identifies a particular document in the database. Its size and format depends on the database for which mechanism is applied.

Figure 3 has a UTC Timestamp, which represents the time stamp when the last changes were made to the document. It is needed to determine the document that is newer on replicas. Its size and format can also be represented differently and depends on the precision with which time is described. For example, you can use a timestamp with seconds only, or you can also include microseconds or nanoseconds. Since not all databases have a dedicated API to retrieve this value, the mechanism must store it separately, or developers must add it to those documents that comply.

There is also a field for PH2-48 hash value, which is required to avoid collision situations. This algorithm is sensitive to changes in the size of the input data, which makes it useful in cases where the filters are the same when formed from different data arrays, but they are differ in size [9].

It should be noted that there is also a process termination operation when there is no need for negotiation, but the message in this case will consist only of the operation code, which is equivalent in size to 1 byte.

The mechanism uses UDP and TCP transport layer protocols for communication, which reduces the processing time of messages on the sender and receiver side. The use of such protocols as HTTP, HTTPs is impractical, as it creates an unnecessary load when encapsulating and decapsulating packets [10].
The UDP protocol is used for all operations. The TCP protocol ensures reliable transmission of documents when inconsistencies are detected. For the mechanism to work, you need to listen two ports at the same time to ensure operation state.

Discussion of the results and conclusions. Thus, the proposed method of the Active Anti-Entropy mechanism can solve the problem of consistency of critical data in distributed NoSQL document-oriented databases. The next step is the implementation of this mechanism for the existing NoSQL document-oriented database with the search for optimal means that will allow to achieve maximum collision resistance, message calculation speed and minimize message size for less delay due to transmission by computer networks. The implementation of such a subsystem will allow conducting experimental studies and identifying the strengths and weaknesses of the method itself.
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